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Zadanie z gra w trzy kubki wymagalo
$ledzenia obiektéw wystepujacych
w filmie

Halucynacje Al to zjawisko, w ktérym
sztuczna inteligencja generuje falszywe
lub nieprawdziwe informacje, prezentujac
je jako fakty. Powstaja one, poniewaz
modele AI przewiduja najbardziej
prawdopodobne odpowiedzi na podstawie
wzorcéw w danych treningowych, a nie na
prawdziwym zrozumieniu rzeczywistosci,
co moze prowadzi¢ do zmyslania faktéw,
dat, a nawet zrodet.

Sygnal EKG ze zbioru treningowego

Sztuczna inteligencja coraz $mielej wkracza w nasze codzienne zycie — modele
jezykowe sa podstawsg dzialania chatbotéw, silniki grajace w szachy pomagaja
zarowno w szkoleniu poczatkujacych graczy, jak i arcymistrzow, systemy
wnioskowania rozwigzujg skomplikowane zadania matematyczne. Za tym
wszystkim stoja réznorodne algorytmy uczenia maszynowego i ogromne iloéci
danych. Jak to wszystko dziala? Co stoi u podstaw tych systeméw? Jak sa one
zbudowane? Olimpiada Sztucznej Inteligencji (OAI) zostala stworzona wladnie
dla os6b zainteresowanych tym obszarem wiedzy i technologii.

Co to jest OAI? Olimpiada Sztucznej Inteligencji to ogdlnopolskie zawody
adresowane do uczniéw szkél ponadpodstawowych i podstawowych. Obecnie
trwa III edycja Olimpiady, kolejna rozpocznie si¢ w roku szkolnym 2026,/2027.
Wzorem innych olimpiad, takich jak matematyczna i informatyczna, OAI
sklada sie z trzech etapow: I etapu zdalnego, II etapu lokalnego oraz III
etapu finalowego. W roku szkolnym 2025/2026 I etap rozpoczal si¢ 1 grudnia
2025 roku i zakonczy sie 25 stycznia 2026, II etap odbedzie sie w dniach

6-8 marca 2026 roku w czterech miastach: Krakowie, Poznaniu, Warszawie

i Wroctawiu. Final bedzie mial miejsce od 17 do 19 kwietnia 2026 roku

w Poznaniu. OAI jest wspierana przez Ministerstwo Edukacji Narodowej. Jej
organizatorem jest Fundacja Edukacji i Rozwoju Sztucznej Inteligencji oraz
wydzialy matematyki i informatyki uniwersytetéw Jagiellonskeigo, im. Adama
Mickiewicza, Warszawskiego i Wroclawskiego.

Jak wygladaja zadania? Zadania inspirowane sa realnymi problemami
pojawiajacymi sie¢ w przemysle i nauce. Uczestnicy musza przeanalizowaé duzy
zbiér danych i znalezé w nim ukryte zaleznodci, tworzac wtasny model sztucznej
inteligencji, np. sie¢ neuronowa. W poprzednich edycjach zadania dotyczyly
m.in. wykrywania nieprawidlowosci w sygnale EKG (ilustrujacym prace serca),
detekcji halucynacji w danych wygenerowanych przez duze modele jezykowe,
czy predykcji sumy pieniedzy na zdjeciu z monetami. Jedno z zadan zwigzane
byto z analizg wideo przedstawiajaca gre w trzy kubki. Na filmach kubki byly
zamieniane miejscami, a zadaniem bylo wskazanie, na jakiej pozycji finalnie
znalazl sie kazdy kubek. Kolejne zadanie dotyczylo atakéw na modele Al,

aby ,zmusi¢” je do popelniania bledéw. Aby lepiej zilustrowaé, na czym moga
polegaé zadania, opiszemy bardziej szczegdélowo dwa z nich.

o« Wykrywanie zaburzen sygnalu EKG (IT OAI 1. etap). W tym zadaniu
uczestnik dostaje zbiér danych zawierajacy syntetyczne sygnaly EKG, czyli
zapis pracy serca w czasie. Czeé¢ sygnalow EKG jest prawidlowa, a czeéé
odpowiada wybranym schorzeniom, np. migotaniu przedsionkéw. Zadaniem
uczestnika jest wyodrebnienie z fragmentéw EKG czterech liczbowych
cech sygnalu, ktore pozwola najlepiej przewidzie¢ obecnos$é schorzen.

Dobér cech jest oceniany przez jako$é wytrenowanego na ich podstawie
modelu uczenia maszynowego, ktérego uczestnicy nie moga zmieniaé. Im
lepsze cechy, tym dokladniejsze przewidywania modelu oraz wyzsza ocena
rozwiazania. Zadaniem uczestnikéw bylo odkrycie anomalii, ktére znajdowaly
sie tylko w szczegdlnych fragmentach sygnalu. Jedno z rozwiazan polegalo
na podzieleniu sygnalu EKG na fragmenty i usunieciu z niego odcinkéw
odpowiadajacych tzw. zespotowi QRS, reprezentujacemu gléwng aktywnosé
skurczowsg serca. Pozostale fragmenty, odpowiadajace sygnatowi pomiedzy
kolejnymi uderzeniami serca, zawieraly wiekszo$¢ anomalii i byly podstawa
dalszej analizy statystycznej. Badano miedzy innymi wartosci bezwzgledne
réznic miedzy kolejnymi odczytami w czasie, a ostateczne cechy bytly
konstruowane na podstawie ich odchylenia standardowego, Sredniej kroczacej,
amplitudy lub innych statystyk. Zaznaczamy, ze rozwiazanie nie wymagato
wiedzy medycznej, a cale niezbedne wprowadzenie, wtacznie z opisem zespotu
QRS, bylo przedstawione w tresci zadania.
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W powyzszym zadaniu nacisk postawiony byt na analize danych wejéciowych.
Model nie byl modyfikowany przez uzytkownika. Nie zawsze jednak tak jest.
Ponizej opiszemy zadanie z finalowego etapu, w ktérym nalezalo dotrenowac

dostarczony model sieci neuronowej.

o Stylizacja ttumaczenn maszynowych (II OAI, 3. etap). Uczestnicy
w ramach zadania dostali wytrenowany juz model niewielkich rozmiaréw
do ttumaczen z jezyka angielskiego na jezyk polski oraz zdania w jezyku
angielskim zawierajace specjalistyczne terminy z dziedziny uczenia

maszynowego. Dla kazdego z takich zdan zbior danych zawieral réwniez
liste wystepujacych w nich specjalistycznych terminéw oraz oczekiwane
tlumaczenie tego zdania na jezyk polski. Jednakze w tym tlumaczeniu
terminy specjalistyczne sa przetlumaczone inaczej niz dokonaltby tego
dostarczony model — stosowane sg polskie odpowiedniki, podczas gdy

celem tego zadania bylo pozostawienie angielskich terminéw. Zadanie

to wymagalo implementacji petli do wydajnego dotrenowania modelu

z uwzglednieniem nowoczesnych technik, takich jak zmiana tempa treningu
w ramach kolejnych etapéw poprzez zmniejszanie wspétczynnika uczenia,

z uwzglednieniem fazy ,rozgrzewki”. Takie rozwigzanie czesto nie skutkowalo
jednak maksymalng liczba punktéw. Kluczowa byla nastepujaca obserwacja:
aby skutecznie nasladowac styl ttumaczen obecny w zbiorze danych, model
musi opanowa¢ dwie umiejetnosei: (1) rozpoznawanie fraz specjalistycznych

oraz (2) odpowiednie tlumaczenie tych fraz. Uczestnicy, ktérzy to dostrzegli,
wykorzystali dodatkowa informacje dostepna w danych — listy stéw
kluczowych przypisane do kazdego zdania. Na ich podstawie oznaczali

w tekscie zrédlowym (angielskim) frazy specjalistyczne (np. za pomoca
znacznikéw <. . .>). Dzieki temu model nie musial samodzielnie uczy¢

sie, ktore wyrazenia wymagaja zmiany stylu, a ktore nie. Jego zadaniem
byto jedynie nauczy¢ sie, ze frazy oznaczone nalezy tlumaczy¢ zgodnie ze
specyficznym stylem, a w tlumaczeniu pomijaé¢ same znaczniki.

Wiele zadan wymaga obliczen na kartach graficznych
(GPU), do ktérych zapewniamy dostep podczas etapéw
stacjonarnych. Zadania sa w pelni automatycznie
oceniane na specjalnie przygotowanej infrastrukturze
systemu sprawdzajacego.

Dlaczego warto? Poza satysfakcja i Swietng przygoda
Olimpiada to szansa na rozwiniecie bardzo przydatnych
umiejetnosci oraz mozliwosé spotkania rowiesnikdw

z calej Polski zainteresowanych sztuczna inteligencja.
Na etapy lokalne i final zapraszamy naszych partneréw
i firmy wspierajace Olimpiade — jest wtedy okazja do
uczestniczenia w ciekawych wykladach i zobaczenia, jak
AT jest stosowana w praktyce. Finalisci majg ulatwiony
lub wolny wstep na coraz wigksza liczbe kierunkéw

na polskich uczelniach. Dla najlepszych uczestnikow
organizujemy ob6z naukowy, ktorego poprzednie edycje
odbywaly sie w Krzyzowej i Polanicy-Zdroju. Uczestnicy
poznaja tam bardziej zaawansowane zagadnienia, takie
jak modele dyfuzyjne w wizji komputerowej, sieci typu
transformer czy metody trenowania modeli jezykowych.
Co roku Olimpiada wylania polska reprezentacje

na zawody miedzynarodowe. Dotychczas odbyty sie
dwie edycje Migdzynarodowej Olimpiady Sztucznej
Inteligencji (ioai-official.org). W obu tych
olimpiadach nasza reprezentacja osiagneta wspaniale
sukcesy. Na ostatniej miedzynarodowej olimpiadzie

w Pekinie polska reprezentacja zdobyta 7 medali

(3 zlote, 3 srebrne, 1 brazowy), zajmujac w nieoficjalnej
klasyfikacji medalowej 2 miejsce na swiecie.
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Jak zaczac? Wszystkie potrzebne informacje,
materialy przygotowujace do Olimpiady, a takze
zadania z poprzednich edycji znajduja sie na stronie
oai.edu.pl oraz w mediach spolecznosciowych
Olimpiady. W ramach Olimpiady prowadzimy réwniez
réznorodne szkolenia. Przed I etapem organizujemy
cykl wykladow wprowadzajacych, podczas ktérych

od podstaw przedstawiamy zagadnienia z zakresu
uczenia maszynowego. Omawiamy m.in. podstawy
uczenia maszynowego, elementy wizji komputerowej

i przetwarzania jezyka naturalnego. Wprowadzamy
uczestnikéw do programowania w Pythonie, trenujemy
pierwsze sieci neuronowe, pokazujemy algorytmy
klasteryzacji, sieci konwolucyjne do rozpoznawania
obrazéw oraz wektory zanurzen stéw Word2Vec.

Warto podkresli¢, ze dla wiekszosci naszych uczestnikow
start w Olimpiadzie byt ich pierwsza przygoda z Al —
jestedmy jednak przekonani, ze jest to dopiero poczatek
ich fascynujacej podrézy.
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